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The detection of anomalies and fraudulent activities in 
accounting records has become increasingly critical in modern 
auditing practices, particularly in the era of big data where 
traditional sampling methods are insufficient. This study 
proposes a novel approach utilizing deep autoencoder neural 
networks for anomaly detection at the transaction level within 
accounting information systems. Two large-scale datasets were 
used: 36,538 journal entries from the Rahkaran system and 
30,000 from the Sepidar system. Artificial anomalies were 
injected to evaluate performance. The autoencoder was trained 
in an unsupervised manner using PyTorch, with reconstruction 
error as the anomaly indicator. The empirical results indicate 
that the proposed model significantly outperforms conventional 
detection techniques, demonstrating a strong ability to identify 
both global anomalies (e.g., unusual amounts or transaction 
timings) and contextual anomalies (e.g., rare attribute 
combinations). Key features included subsidiary account, 
general ledger code, cost center, and last modification date. The 
findings provide strong evidence that deep learning-based 
anomaly detection can substantially improve fraud risk 
assessment and enhance the reliability of financial reporting, 
thereby offering a powerful tool for auditors, regulators, and 
financial system designers. 
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1. Introduction 

The primary purpose of this research is to address the critical challenge 
of detecting anomalies and fraudulent activities in accounting records 
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through advanced machine learning techniques. Financial reporting and 
auditing environments are increasingly characterized by high data 
volumes, complexity, and the necessity for timely detection of 
irregularities. Traditional audit methods—primarily based on sampling 
and red-flag indicators—are limited in scope and often incapable of 
identifying rare, sophisticated, or concealed fraudulent activities. These 
limitations create substantial audit risks, reduce the reliability of financial 
reporting, and undermine stakeholder confidence. 

From a theoretical perspective, the study seeks to fill a gap in the 
accounting and auditing literature by applying the application of deep 
learning methods, specifically autoencoder neural networks, to journal-
level transaction data. While anomaly detection has been widely studied 
in fields such as cybersecurity and network intrusion detection, its 
application in accounting information systems remains underexplored. 
This research responds to this gap by adapting deep learning 
methodologies to the unique characteristics of financial transactions, 
where anomalies may not be obvious single-point outliers but instead 
subtle deviations in complex attribute relationships. 

From a practical perspective, the study aims to contribute to the 
advancement of auditing practice by offering auditors, regulators, and 
organizations a robust AI-driven tool for full-population testing. Unlike 
sample-based approaches, the proposed model enables continuous 
monitoring and detection of anomalies across all journal entries, thereby 
enhancing the timeliness and effectiveness of fraud detection and internal 
control systems. Moreover, the integration of anomaly detection into 
accounting information systems can support proactive risk management, 
reduce the likelihood of undetected fraudulent activity, and ultimately 
strengthen investor confidence and corporate governance. 

Accordingly, the overarching purpose of this research is twofold: (i) 
to extend the academic understanding of anomaly detection in the 
accounting domain by applying deep autoencoder neural networks at the 
transaction level, and (ii) to provide actionable insights and technological 
solutions that can transform audit methodologies in line with the data-
intensive demands of modern financial systems. 
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2. Methodology 
This applied and quantitative study was conducted using two real 

datasets extracted from widely implemented Iranian accounting systems: 
(1) Rahkaran containing 36,538 journal entries, and (2) Sepidar containing 
30,000 journal entries. Controlled artificial anomalies were injected into 
both datasets to systematically test the performance of the proposed model. 
A deep autoencoder network was designed and trained using PyTorch. The 
model minimized reconstruction error between input and output vectors, 
with anomalies identified when reconstruction errors exceeded a 
statistically determined threshold. The performance of the model was 
benchmarked against alternative approaches, including statistical outlier 
detection and clustering-based techniques, to ensure result robustness. 
 
3. Results 

The study yielded several significant findings: 
The autoencoder demonstrated superior detection performance, 

outperforming traditional methods in detecting rare and complex patterns.  
Increasing network depth enhanced detection capabilities, 

highlighting the need to model nonlinear relationships in accounting data. 
Reconstruction error distributions varied across subsystems, 

emphasizing context-sensitive detection (e.g., sales, inventory, payroll).  
Key features included subsidiary account, general ledger code, cost 

center, and last modification date. 
 
4. Conclusion 

This study provides theoretical and practical contributions to the 
accounting and auditing literature. Theoretically, it extends anomaly 
detection research by applying deep autoencoder networks directly to 
journal entries, rather than to aggregated financial statements. Practically, 
it offers auditors and regulators a data-driven, AI-enabled tool for moving 
from traditional sample-based procedures toward full-population testing. 
By integrating such models into audit workflows, stakeholders can 
significantly reduce the risk of undetected fraud, strengthen internal 
control systems, and enhance investor confidence in financial reporting. 
The findings confirm the potential of deep learning approaches to 
transform the auditing profession in an era of increasingly complex and 
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data-intensive financial systems. 
 

Keywords: Anomaly detection, accounting information systems, 
autoencoder neural networks, deep learning, fraud detection. 
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 هاي حسابداري با استفاده از يادگيري عميق ها در ثبتتشخيص ناهنجاري

  هاي خود رمزگذاردر شبكه
  1پوردكتر مظفر جماليان

  
در  هاي مد نظر حسابرسان و مميزين بوده است.كشف ناهنجاري و تقلب همواره يكي از چالش :چكيده

سناد ااست پس از بيان مباني نظري انواع ناهنجاري در سيستم دفترداري و ثبت  پژوهش حاضر سعي شده
ميق بشمار هاي يادگيري عهاي عصبي رمزگذار خودكار كه يكي از روشگيري از الگوريتم شبكهمالي، با بهره

سيستم اطلاعاتي ه رود، ساز و كاري براي استفاده از فنون نوظهور ارائه شود. بدين منظور از دو مجموعه دادمي
ستفاده شده آرتيكل) ا 30000آرتيكل) و سپيدار سيستم (شامل  36538حسابداري نرم افزار راهكاران (شامل 

عيار مطلوب مهاي موجود اضافه شد تا بدين وسيله است. در اين پژوهش چند رويداد ناهنجار به مجموعه داده
له الگوريتم كه در وهله اول يادگيري عميق به وسي براي قدرت تشخيص الگوريتم مشخص شود. نتايج نشان داد

سبت ساير نهاي  ناهنجار دارد و به علاوه به توانايي بالايي در تشخيص آرتيكل شبكه عصبي خود رمزگذار
 Ada Boost، جنگل تصادفي،  Extra Trees Regressorفنون مورد بررسي (شامل درخت تصميم، 

Classifier  وQuadratic Discriminant Analysisر دهد. افزون بتري را نشان مي) عملكرد مطلوب
آن بود كه  اين با افزايش عمق شبكه عملكرد تشخيصي بهبود يافت. به علاوه نتايج برآمده از پژوهش مبين

ذا در لهاي مختلف داراي خطاي بازسازي متفاوتي بودند و هاي صادر شده از زير سيستماسناد و آرتيكل
تايج پژوهش ي بايد به زير سيستم پايه صادر كننده سند توجه كرد. به علاوه با اتكا به نتشخيص ناهنجار

ها ترين ويژگيحساب تفضيلي (طرف مقابل)، حساب معين، مركز هزينه و تاريخ آخرين ويرايش سند، مهم
 براي تشخيص ناهنجاري در سيستم صدور سند هستند.
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. مقدمه1  

آيد و عملا عليرغم اينكه سيستم دفترداري يكي از اجزاي اصلي حسابداري مدرن بشمار مي
هاي اطلاعاتي سازماني است، ليكن به دلايل هاي مالي و تجاري به سيستمدروازه اصلي ورود داده

هاي مرتبط با كيفيت هاي محرمانگي به موضوعمختلفي از جمله عدم در دسترس بودن و محدوديت
)، با بررسي مجلات علمي 2022( 1و كاربرد پذيري آنها بسيار كم پرداخته شده است. گيو و همكارن

سنتي هاي دارند كه روشبيان مي 2)2010اند. دبريسني و گري (حسابداري به اين مهم اشاره داشته
هاي هاي تحليلي سنتي مانند آزمونها و استفاده از روشاي از دادهحسابرسي عمدتا بر بررسي نمونه

هاي حسابداري دسترسي ها معمولا به تمامي دادهآماري و كنترل داخلي متكي هستند. اين روش
  ندارند و ممكن است موارد تقلب پنهان و الگوهاي غيرعادي را تشخيص ندهند.

زند كه خود تخمين مي 2024در پژوهش تقلب جهاني سال  3بازرسان خبره تقلب انجمن 
دهند. درصد از درآمد سالانه خود را به دليل تقلب از دست مي 5ها و نهادها معمولا حدود سازمان

ترين ابزاري است كه اين پژوهش نشان داده است كه سيستم اطلاعاتي حسابداري يكي از اصلي
ها و رويدادهاي تحريفي استفاده شده است. اي كتمان و مخفي سازي تراكنشمرتكبين تقلب بر
ترين ابزار براي كشف تحريف و تقلب ها سريعهاي نظارتي خودكار و تطبيق حسابهمچنين سيستم

ها و فساد هاي مالي به نسبت تقلب استفاده نادرست از داراييها و صورتبوده است. تقلب در گزارش
). در واقع 2024نوع تقلب را به خود اختصاص داده است (انجمن بازرسان خبره تقلب، بيشترين مبلغ 

هاي حسابداري در دفاتر مالي و حسابداري اولين مرحله از شناخت رويدادهاي مالي به دليل آنكه ثبت
و تجاري هستند، هر گونه خطا و تحريف در اين بخش موجب خواهد شد تا خروجي سيستم اطلاعاتي 

رو موضوع تقلب و تحريف همواره مورد توجه و بعضا گمراه كننده شود. از اين اري نيز نامطلوبحسابد
 هاي نظارتي و همچنين استفاده كنندگان از اطلاعات حسابداري بوده است.سازمان

هاي اطلاعاتي در راستاي ديجيتالي كردن و ها همواره در حال استفاده از فناوريسازمان
هاي اطلاعات رآيندهاي كسب و كاري خود هستند كه اين موضوع بر سيستمپيكربندي مجدد ف

گذارد. تأثير مي 4ريزي منابع سازمانيهاي برنامهتر بر سيستمحسابداري به صورت خاص و به طور كلي
ها به طور پيوسته مقادير زيادي از شواهد الكترونيكي و يا فيزيكي را در سطح جزئي و اين سيستم
هاي ورودي در كنند. اين امر عمدتا به وسيله ثبت دادهشترين جزئيات) جمع آوري ميخرد (با بي

  هاي معين خواهد شد.پذيرد و در نهايت منجر به گردش حسابدفتر روزنامه و كل صورت مي
هاي بالقوه متقلبانه، استانداردهاي حسابرسي، حسابرسان را به ارزيابي براي شناسايي فعاليت
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هاي اطلاعاتي كه خروجي آنها بر اي ورودي به دفاتر حسابداري و همچنين سيستمهمستقيم داده
(تشخيص و  315گذارد توصيه كرده است. استاندارد حسابرسي هاي مالي اثر ميها و صورتگزارش

(برخوردهاي  330ارزيابي خطرهاي تحريف بااهميت از طريق شناخت واحد تجاري و محيط آن)، 
هاي (شواهد حسابرسي ـ روش 520(شواهد حسابرسي)،  500رزيابي شده)، حسابرس با خطرهاي ا

هاي (مسئوليت حسابرس در ارتباط با تقلب، در حسابرسي صورت 240(نمونه گيري) و  530تحليلي)، 
مالي) هر كدام فراخور موضوع به بيان ابعادي از كشف ناهنجاري (مسئوليت، پيامد، تعريف و چگونگي 

 ابداري و مالي كارفرما اشاره دارند.كشف) در سيستم حس

هاي دفاتر به قوانيني اشاره دارد كه توسط امروزه، اغلب فنون كاربردي براي بررسي ثبت
حسابداران خبره يا متخصصين كشف تقلب تعريف شده است و عمدتا به صورت ذهني و قضاوتي 

. اين فنون، معمولا بر اساس شوندشوند و اغلب به صورت سنتي و غيرسيستماتيك اجرا ميتدوين مي
(براي نمونه اسناد ثبت شده  5هاي پرچم قرمزشده، اغلب تحت عنوان آزمونسناريوهاي تقلب شناخته

هاي معوق) يا هاي خاص، تغييرات و اصلاح چندباره حساب بانكي، تعديل حساب هزينهدر زمان
ند. اين شيوه از كشف تقلب از موارد شوهاي آماري پيشرفته (مانند قانون بنفورد) ناميده ميتحليل

هاي جديد تحريف و تقلب ناتوان روند و بنابراين در كشف طرحتقلب شناخته شده قبلي فراتر نمي
؛ شارما و 2022، 8؛ هوآنگ و همكاران2020، 7؛ باو و همكاران2017، 6وازرالي  هستند (سان و

بودن باعث بروز ضعفي عمده در تعيين  ايي). به علاوه مبتني بر رسيدگي نمونه2025، 9لوكانان
). به 1975، 11و تتلبوام و رابينسون 1985، 10رويدادهاي نادر اما پر ريسك  است (بيك و سالامون

شوند چرا كه كلاهبرداران و متقلبين به طور مداوم همين صورت، چنين قوانيني به سرعت منسوخ مي
هاي اخير مبتني بر ابزارهاي تحليلگري پيشرفت د.كننها پيدا ميهايي براي دور زدن اين روشراه

ها و روندهاي پيچيده غيرخطي سازد تا ويژگي، محققين را قادر مي12داده محور مانند يادگيري عميق
هاي مختلف شوند (لكان و هاي بسياري در حوزههاي خام استخراج كنند و باعث پيشرفترا از داده

 ).132015همكاران، 

افتد. دهد، اتفاق ميعمدتا بر پايه الگويي متفاوت با آنچه در حالت طبيعي رخ ميتحريف و تقلب 
شوند. از هاي حسابداري چنين موارد غيرعادي و ناهنجار تعداد بسيار محدودي را شامل ميلذا ثبت

 رو به منظور كشف اين موارد خاص كه عملا از پيچيدگي بالايي برخوردار هستند بايد از ابزارهاياين
هاي يكي از روش 14هاي عصبي خودرمزگذارنوين و توانمند در تشخيص موارد نادر استفاده كرد. شبكه

رو در پژوهش حاضر سعي خواهد شد بر يادگيري عميق است كه داراي چنين توانايي است. از اين
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هاي بتهاي واقعي در نرم افزارهاي حسابداري، يك روش جديد براي شناسايي ثها و ثبتپايه داده
ايي پيشنهاد شود. لذا براي اين موضوع در وهله اول، ميزان خطاي بازسازي غيرعادي حسابداري رايانه

شود و سپس يك ثبت حسابداري بر پايه يك شبكه رمزگذار خودكار عميق آموزش ديده محاسبه مي
ان اختلاف ميان شود تا بر اساس ميزهاي حسابداري عادي مقايسه ميهاي ثبتها و ويژگيبا خصيصه

آنچه از اسناد واقعي يادگرفته شده است، موارد مشكوك به ناهنجاري مشخص شود. علاوه بر اين، در 
صورتي كه اين مقادير از آستانه امتيازدهي از پيش تعريف شده فراتر رود، امكان مظنون بودن ثبت 

  به عنوان يك ثبت غيرعادي وجود خواهد داشت. 
هاي دو سيستم اطلاعاتي حسابداري هاي واقعي مربوط به ثبتدادهبدين منظور از مجموعه 

اي سپيدار و راهكاران سيستم استفاده شده است. به علاوه اثربخشي روش پيشنهادي با ارزيابي مقايسه
هاي تشخيص ناهنجاري پيشرفته مورد بررسي قرار گرفته است. شايان ذكر است كه در برابر الگوريتم

هاي مالي بوده است ها و گزارشيشين در حوزه كشف ناهنجاري در سطح صورتهاي پعمده پژوهش
هاي پژوهش حاضر ارائه ساز و كاري براي تشخيص ناهنجاري در سطح ريز اسناد و يكي از نوآوري

  سيستم حسابداري (سيستم دفتر كل) است.
ظر است. در پژوهش حاضر ناهنجاري در اسناد حسابداري به عنوان موضوع محوري مورد ن

تواند باعث بروز همانطور كه در ادامه پژوهش آورده شده است، ناهنجاري يكي از مواردي است كه مي
هاي اطلاعاتي حسابداري شود. لذا در اين پژوهش ناهنجاري تحريف (تقلب و يا اشتباه) در سيستم

رد توجه بوده به معناي تحريف نبوده و تنها به عنوان يك عامل تقويت كننده  ريسك تحريف مو
است. در ادامه ابتدا پيشينه و مباني نظري مربوط به پژوهش ارائه و سپس تعريف دقيقي از 

پذير در سيستم اطلاعاتي حسابداري تشريح شده است. پس از آن مطالب مربوط هاي امكانناهنجاري
ج پژوهش، به شيوه پياده سازي شبكه عصبي خودرمزگذار تشريح شد. در پايان پس از بيان نتاي

 بروندادهاي مربوط مورد بحث و نتيجه گيري قرار گرفت.

 
  

  . پيشينه و مبناي نظري2
هاي حسابداري هم توسط نهادهاي متولي كشف تقلب و هم موضوع كشف تقلب و ناهنجاري

؛ 162017؛اماني و فدالالا، 2024، 15توسط پژوهشگران مورد مطالعه قرار گرفته است (ويي و همكاران
هاي حسابداري و مالي ). كشف ناهنجاري در سيستم201018و سينگلتون و سينگلتون،  171720ولز، 
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. 19هاي مالي معطوف بوده استهاي مالي و صورتعمدتا بر نتيجه و خروجي نهايي، يعني گزارش
ليكن به دليل عدم توجه به ساختار و ريز اسناد مالي و همچنين شرايط رويدادهاي مالي، در اين 

هاي مالي قابل شناسايي است. در هاي بالقوه در سطح كلي و گزارشتنها بخشي از ناهنجاري رويكرد
واقع بخش عمده تحقيقات به حوزه بررسي ناهنجاري در مديريت سود و اعداد گزارش شده در 

؛ پينكوس و همكاران، 201998ها متمركز بوده است (تئو و همكاران، هاي سودآوري شركتاعلاميه
؛ و چن و 242019؛ لاكانان و همكاران، 232017؛ يانگ و ژنگ، 222014دراك و همكاران،  ؛212007

هاي ) شناسايي فعاليت1هاي پيشيني كه بر روي (هاي بعدي، پژوهش) در بخش252023ويليكو، 
) تشخيص 2هاي اطلاعاتي حسابداري و برنامه ريزي منابع سازماني و (هاي سيستممتقلبانه در داده

 هاي رمزگذار خودكار بوده است، آورده شده است.ها با استفاده از شبكهاريناهنج

 
هاي اطلاعاتي حسابداري و برنامه ريزي منابع هاي سيستمتشخيص تقلب در داده 2,1

 سازماني

(كشف تقلب و تحريف داده محور) پيرامون  26اي حسابداري قضاييتجزيه و تحليل رايانه
هاي هاي اطلاعاتي و برنامه ريزي منابع سازماني با افزايش حجم دادههاي حسابداري در سيستمثبت

هاي از روش 27)2006پذير شده است. باي و همكاران (هاي اطلاعاتي امكانثبت شده در سيستم
شده از ثبت هاي مشتقوك، با ارزيابي ويژگيهاي دفتر كل مشكساده بيزين براي شناسايي حساب

گيري هرگونه فعاليت غيرمعمول حساب دفتر كل استفاده كردند. رويكرد هاي دفاتر براي اندازهورودي
ايي) پيرامون استفاده از تجزيه و تحليل پيوند (شبكه 28)2006آنها توسط مك گلوهون و همكاران (

 تر كل توسعه يافت.هاي پرخطر دفبراي شناسايي گروه حساب

خان و كورني (2009)29 و خان و همكاران (2010)30 پروفايل تراكنش كاربران را بر اساس 
الگوي فعاليت كاربري مبتني بر شيوه ثبت رويدادها در دفاتر سيستم مديريت منابع سازماني سپ31 
را ايجاد كردند تا بدين منظور رفتار مشكوك و نقض تفكيك وظايف كاربران را شناسايي كنند. به 
همين ترتيب اسلام و همكاران (2010)32 از گزارشهاي حسابرسي سيستم سپ (كه مبتني بر فايلها 

و تطبيق  ها است) براي تشخيص سناريوهاي تقلب شناخته شده، تباني، كلاهبرداريواقعه نگر و لاگ
 آنها با سناريوهاي تقلب بر پايه علائم خطر استفاده كردند.

شركت ايالات متحده را  29مقادير پولي ثبت رويدادها در دفاتر  33)2010و گري (دبريسني 
تجزيه و تحليل كردند تا بر اساس قانون بنفورد، تركيبات غيرعادي ارقام و همچنين الگوي زماني 
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 هاي غير معمولي پايان سال مالي را شناسايي كنند.غيرمعمول مانند ثبت

ها به طبقه بندي تك متغيره و تفاده از خوشه بندي تراكنشبا اس 34)2011جانس و همكاران (
رو، معاملاتي كه به طور قابل توجه از مركز هاي سفارش خريد پرداختند. از اينچند متغيره تراكنش

ها فاصله داشتند، غيرعادي قلمداد و براي بررسي دقيق توسط حسابرسان پيشنهاد شدند. اين خوشه
ها)، هاي نادرست (تقلب در پرداختفرآيند كاوي براي تشخيص بدهي رويكرد با استفاده از روش

  توسعه و تقويت شد.
هاي بدون ناظر براي هايي پرداختند كه از روش، به بررسي پژوهش 35)2021نانماچر و گومز (

ها و فنون قابل اي از روشتشخيص ناهنجاري در حسابرسي داخلي استفاده كرده بودند. آنها خلاصه
بندي و ارائه كردند. آنها نشان دادند كه در جريان تحول ديجيتال و ده در اين حوزه را جمعاستفا

كارگيري قواعد بر هاي نوين است. بهگيري از روشها، حسابرسي ناگزير به بهرهافزايش حجم داده
به  كند، اما محدودهاي حسابرسي را فراهم ميها اگرچه امكان آزمون كل جمعيت دادهروي داده

شده توسط حسابرس است. در مقابل، رويكرد شناسايي ناهنجاري بينيكشف خطاها و انحرافات پيش
مند بدون نظارت توانايي شناسايي انحرافات فرآيندي جديد و الگوهاي تقلب نوظهور را دارد. مرور نظام

تمركز بوده و به ها تنها بر يك مجموعه داده خاص ممطالعات پيشين آنها نشان داد كه اغلب پژوهش
اند. پذيري، ادغام در فرايند حسابرسي و نحوه ارائه مناسب نتايج به حسابرسان نپرداختهمسئله تعميم

بنابراين، شكاف پژوهشي مهمي در زمينه كاربست فراگير و عملي اين رويكرد در حسابرسي وجود 
  دارد.

ساختارشناسي گرافي  )، در پژوهشي يك روش نوآورانه مبتني بر2022گيو و همكاران (
هاي روزنامه و كشف تقلب در حسابرسي معرفي كردند. با هاي ثبترا براي تحليل داده 36حسابداري

هاي و نظريه گراف، اين روش امكان تجسم روابط دروني و مياني ثبت 37تكيه بر نظريه تناسب شناختي
هاي كنترل تواند در شناسايي ضعفمي هاي آنها نشان داد كه اين روشكند. يافتهروزنامه را فراهم مي
هاي مشكوك موثر باشد. به علاوه آنها نشان دادند كه اين رويكرد باعث افزايش داخلي و تراكنش

وتحليل سيستماتيك كارايي و دقت حسابرسي شده و يك ابزار عملي براي حسابرسان جهت تجزيه
  هاي مالي و حسابداري است.داده

در پژوهشي به بررسي كاربرد يادگيري بدون نظارت در كشف نقاط )، 2024ويي و همكاران (
با هدف بهبود فرآيندهاي حسابرسي پرداختند. آنها يك چارچوب  38هاي دفتر كلپرت در داده
هاي غيرعادي در سه سطح تراكنش، حساب و تركيب متغيرها براي شناسايي تراكنش 39چندسطحي
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تواند هاي واقعي و مصنوعي نشان داد كه اين روش ميوعه دادهارائه كردند. نتايج آزمايش بر روي مجم
هاي سنتي حسابرسي هاي نامشخص را شناسايي كند. همچنين، تركيب اين فنون با روشريسك

ها نشان داد كه يادگيري بدون نظارت ابزار ها را افزايش دهد. به علاوه يافتهتواند دقت تحليلمي
 هان در حسابرسي است.هاي پنمؤثري در شناسايي ريسك

) از تاريخچه و سوابق حسابداري و دانش 1ها يا (با توجه به آنچه بيان شد، اغلب پژوهش
هاي تقلب استفاده هاي قرمز) و طرححسابداري قضايي در راستاي تعيين انواع علائم خطر (پرچم

ين پژوهش سعي خواهد ) بر روي فنون سنتي يادگيري غيرعميق متمركز بودند. در ا2كرده اند و يا (
شد تا با استفاده از يادگيري عميق به تشخيص سناريوهاي ناشناخته براي كشف معاملات مشكوك 

  اقدام شود.
  

 هاي عصبي رمزگذار خودكارتشخيص ناهنجاري با استفاده از شبكه 2,2

و بندي تصوير، ترجمه ماشيني هاي رمزگذار خودكار به طور گسترده در طبقهامروزه، شبكه
شوند. هاوكينز هاي بدون نظارت خودكار استفاده ميسازي دادههاي فشردهپردازش گفتار براي قابليت

هاي عصبي ) اولين كساني بودند كه شبكه2002( 41) و ويليامز و همكاران2002( 40و همكاران
از انواع  هاي رمزگذار خودكار يكيرا براي تشخيص ناهنجاري پيشنهاد كردند. شبكه 42بازگشت پذير

ها براي شناسايي ركوردهاي هاي عصبي برگشت پذير هستند. اين نوع از شبكهپيشرفته شبكه
  هاي مختلف مورد قرار گرفته است. غيرعادي در حوزه

شوند. در ها براي كشف تقلب نيز استفاده ميهاي رمزگذار خودكار در حوزه تحليل دادهشبكه
برنامه ريزي منابع سازماني، شناسايي  هايري در سيستمهاي حسابداواقع با گسترش حجم داده

هاي عصبي خودرمزنگار به دليل ها اهميت يافته است. شبكههاي غيرعادي و ناهنجاريخودكار ورودي
عنوان يك روش كليدي هاي ناهمخوان، بهها و تشخيص نمونهتوانايي يادگيري نمايش فشرده داده

كنند و نيازي به روش در يادگيري، بدون نظارت عمل مياند. اين در اين حوزه مطرح شده
ها براي هاي ناهنجار ندارند. به همين علت در مطالعات اخير استفاده از آنگذاري دقيق دادهبرچسب

؛ باكومنكو 2024، 43هاي مالي مورد توجه قرار گرفته است (هرناندز و همكارانشناسايي خطاها و تقلب
هاي خودرمزنگار در خلاصه سازي و كاهش واقع به دليل توانايي بالاي شبكه ). در2022، 44و الراگال

هاي تكرار پذير مناسب باشند. در توانند در موضوعابعاد و سپس امكان بازيابي مجدد مشاهدات مي
هايي كه از اين روش استفاده كرده بودند، اشاره شد. پژوهش حاضر بخش قبلي به برخي از پژوهش
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هاي غيرعادي هاي است كه سعي دارد با الهام گرفته از يادگيري عميق، ثبتپژوهش يكي از اولين
ايي دو نرم افزار سپيدار و راهكاران در ايران را مورد هاي حسابداري واقعي در پايگاه دادهدر داده

 ارزيابي قرار دهد.

م با نگاه اجتنابي با توجه به آنچه گفته شد، هم با نگاه اكتشافي (كشف رويدادهاي مشكوك) و ه
(پيشگيري از وقوع و ثبت اسناد غير معمول) سيستم كشف ناهنجاري هنگامي مطلوبيت بالايي دارد 
كه در زمان صدور سند و يا پردازش اسناد، موارد مشكوك كشف و اقدام مقتضي صورت پذيرد. اين 

و نوظهور هستند. لذا  در حالي است كه رويدادهاي متقلبانه و غيرعادي عمدتا داراي رفتاري جديد
 تواند در اين راستا مناسب باشد.مي 45هاي يادگيري بدون ناظرهايي نظير الگوريتماستفاده از روش

  
 هاي حسابداريتشخيص ناهنجاري .3

هاي عصبي رمزگذار خودكار پرداخته شده است در اين بخش ابتدا به معرفي عناصر اصلي شبكه
شود. همچنين چگونگي صدور سند حسابداري تبيين مي و سپس مفهوم ناهنجاري در سيستم
هاي حسابداري هاي غيرعادي در دادههايي براي شناسايي ثبتاستفاده از خطاي بازسازي چنين شبكه

 توضيح داده خواهد شد.

 
 هاي عصبي خودكار رمزگذار عميقشبكه 3,1

پذيرد ثبت دفاتر صورت مي Nبا استفاده از مجموعه اي از  آموزش شبكه عصبي خود رمزگذار
)}Nx, …,  3, x2, x1X = {x كه در آن هر ثبت ورودي (ix تشكيل شده است  46از يك سري ويژگي
)x௜  ൌ  ൛xଵ

௜ , xଶ
௜ , … , x௞

௜ ൟ لذا .x௞
௜  نشان دهندهK امين ويژگي ثبتiهاي هر ثبت ام است. ويژگي

سند، تاريخ، مبلغ، زيرسيستم صادر شامل جزئيات حسابداري آن ثبت خاص است، به عنوان مثال نوع 
هاي يك كننده، زمان صدور سند، ماهيت حساب، نوع حساب درگير و ساير موارد مشابه نمونه ويژگي

، نوع خاصي از شبكه عصبي 47يا همانندساز ثبت حسابداري است. يك شبكه عصبي خود رمزگذار
هاي از قبل تعيين شده، اس ويژگيتواند براي بازسازي ورودي بر اساست كه مي 48چندلايه پيشرو

آموزش ببيند. تفاوت بين ورودي اصلي (آنچه توسط كاربر ثبت شده است) و بازسازي شده (آنچه 
 ناميده  49شبكه عصبي حدس زده است) به عنوان خطاي بازسازي
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 دهد.را نشان مي نماي كلي از يك شبكه عصبي خود رمزگذار 1 نگارهشود. مي

 رمزگذار خود يشبكه عصب يكل ي: نما1 نگاره

 يهاثبتمربوط به  ريسند و مقاد يهايژگيو هيفوق مشهود است، ابتدا بر پا نگارهكه در  همانطور
نگاشت  ينهان شبكه عصب يفضا هيو بر پا f رمزگذارمربوط به مشاهدات وارد شبكه  يهاداده يورود
 هايمجدد ورود يبر بازساز يسع gو سپس در مرحله بعد شبكه رمز گشا  كنديم جادياز موضوع ا يكل

كرده  يرا بازساز ريشده توسط شبكه مقاد يبازساز يخروج تيشده دارد. در نها جاديمدل ا هيبر پا
  .رديآن استنتاج لازم صورت پذ هيتا بر پا

ها اند كه به آنهاي رمزگذار خودكار از دو نگاشت غيرخطي تشكيل شدهبه طور كلي، شبكه
). معمولاً رمزگذار 1986، 50شود (راملهارت و همكارانگفته مي 𝑔ఏشبكه رمزگشا  𝑓ఏشبكه رمزگذار 

و رمزگشا داراي معماري متقارن هستند كه از چندين لايه نورون تشكيل شده است و هر كدام يك 
.𝑓ఏሺتابع غيرخطي و پارامترهاي مشترك را در درون خود قرار داده اند. نگاشت رمزگذار  ሻ  يك بردار

كند (تصويري از ثبت نگاشت مي Zان در فضاي نه ziام) را به يك نمايش فشرده i(ثبت   xiورودي 
.𝑔ఏሺسپس توسط رمزگشا  ziكند). اين نمايش نهان را بازسازي مي ሻ  به بردار بازسازي شده 𝑥పෝ از

شود. نگاشت رمزگذار و رمزگشاي غيرخطي در يك شبكه رمزگذار فضاي ورودي اصلي نگاشت مي
  صورت زير تعريف كرد: تواند بهخودكار كه داراي چندين لايه نورون  است را مي

ℱఏ
௟ ሺ. ሻ ൌ ℴ௟ ቀ𝑊௟ ቀℱఏ

௟ିଵሺ. ሻቁ ൅ 𝑏௟ቁ ,𝑎𝑛𝑑 𝑔ఏ
௟ ሺ. ሻ ൌ ℴᇱ௟ ቀ𝑊ᇱ௟ ቀ𝑔ఏ

௟ିଵሺ. ሻቁ ൅ 𝑑௟ቁ              

)1معادله (                                                                                                            

نشان  θ) هستند، 51سازهاي غيرخطي (مانند تابع سيگموئيدنشان دهنده فعال σ’ و  σجايي كه 
هاي وزن ماتريس dz*dyR  ∈’ , W dx*dzR  ∈d}, W ’ , {W, b, Wدهنده پارامترهاي مدل است و

هاي تعداد لايه lهستند و  52بردارهاي باياس انتقال  dyR ∈, d  dzR  ∈bهستند و بر همين منوال 
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 دهد.مي پنهان را نشان

𝑥௜براي دستيابي به   ൎ  𝑥ො௜  و ايجاد بالاترين درجه انطباق، شبكه رمزگذار خودكار آموزش
را به نحوي محاسبه كند كه  ∗𝜃رمزگشاي بهينه –بيند تا مجموعه اي از پارامترهاي مدل رمزگذارمي

𝑥ො௜و سند بازسازي شده آن  𝑥௜عدم تشابه يك ثبت حسابداري ൌ 𝑔ఏ൫𝑓ఏሺ𝑥௜ሻ൯ حداقل برسد. از  به
  سازي كند:رو، هدف آموزش شبكه رمزگذار خودكار، يادگيري الگويي است كه معادله زير را بهينهاين

𝑎𝑟𝑔 𝑚𝑖𝑛
𝜃

 ‖𝑋 െ  𝑔ఏሺ𝑓ఏሺ𝑋ሻሻ‖                                                         ) 2معادله(  

هاي آموزش . كه به عنوان دادهXهاي در فرآيند آموزش شبكه سعي خواهد شد براي تمام ثبت
به حداقل برسد. به بيان رياضي سعي خواهد شد تا مقدار  ℒఏ 53برگزيده شده اند مقدار تابع هزينه

 تابع زير حداقل شود:

ℒఏ൫𝑥௜ ∶  𝑥ො௜൯ ൌ  
ଵ

௡
 ∑ ∑ 𝑥௝

௜௞
௝ୀଵ ln൫𝑥ො௝

௜൯ ൅ ൫1 ൅ 𝑥௝
௜൯ln ሺ1 െ 𝑥ො௝

௜ሻ௡
௜ୀଵ )3معادله (                 

هاي آزمون) و بازسازي مربوط هاي دفاتر (دادهاي از وروديپس از اتمام يادگيري براي مجموعه
هاي نهايي هاي ورودي به دفاتر تخمين زده شده است، بررسي و آزمونهاي ثبتكه بر اساس ويژگي

چند  54شده، انحراف توزيع مستقل برنوليپذيرد تا با استفاده از مقادير ويژگي كدگذاري صورت مي
  ). 2013، 55متغيره محاسبه شود (بينگيو و همكاران

هاي پنهان شبكه بايد به حداقل ممكن هاي لايه، تعداد نورون56براي جلوگيري از بيش انطباقي
. تحميل چنين محدوديتي بر لايه پنهان 57باشد  dzR ∈>  dxRكاهش يابد. به بيان رياضي بايد 

را بياموزد و  ∗𝜃اي از پارامترهاي كند تا مجموعه بهينهشبكه، الگوريتم رمزگذار خودكار را مجبور مي
هاي دفاتر شود. به هاي مقادير ويژگي ثبتترين توزيعدر نهايت منجر به يك مدل فشرده از رايج

مورد استفاده در اين پژوهش از كتابخانه منبع باز  هاي عصبيمنظور پردازش و ارزيابي شبكه
PyTorch نويسي پايتون استفاده شده است. با توجه به اينكه يادگيري ماشين در بستر زبان برنامه

نويسي از جمله پايتون بدين هاي مختلف برنامهبه يك موضوع پر بسامد مبدل شده است، در زبان
يكي از مرسوم ترين ابزارهايي است  PyTorch است. كتابخانه هاي متعددي تعبيه شدهمنظور افزونه

سازد هاي عصبي و يادگيري عميق را فراهم ميايي امكان ايجاد شكهكه با تخصيص بهينه منابع رايانه
  ).2024، 58(فانگ و وانگ

 
 هاي حسابداريطبقه بندي ناهنجاري 3,2

ها و الگوهاي مختلفي ارائه شده روشبه طور كلي به منظور تعيين هنجار و تببين ناهنجاري 
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كنند. اولين دسته، بدين منظور سه دسته ناهنجاري را تعريف مي 59)2009است. كاندولا و همكاران (
ها در وضعيت غير عادي ها بنابر رفتار كلي دادهاست كه در آن برخي از داده 60اييناهنجاري نقطه

ها آيند. اين دسته از دادهاز اين دسته ناهنجاري بشمار مي o2و  o1نقاط  2 نگارهگيرند. در قرار مي
هاي سنتي مانند فنون آماري و دهند كه عمدتا به وسيله روشمي نگارهها را ترين ناهنجاريساده

  پراكندگي قابل شناسايي هستند. 
 

 
  )2009(اقتباس از كاندولا و همكاران، ها ايي از انواع ناهنجاري در مجموعه داده: نمونه1 نگاره
  

آيند. ها بشمار ميدسته ديگري از ناهنجاري 62يا ناهنجاري شرطي 61ايهاي زمينهناهنجاري
ها قابل تشخيص و تعريف هستند. لذا به منظور ها به استناد ساختار كلي دادهاين دسته از ناهنجاري

هاي و ناهنجاري 63ايها زمينهناهنجاري خصيصه توان به دو موضوعاي ميتشخيص ناهنجاري زمينه
ها توجه كرد. صدور سند حسابداري حقوق و دستمزد در اواسط ماه  در داده 64هاي رفتاريخصيصه

تواند يك ناهنجاري رفتاري بشمار شود، ميشركتي كه عمدتا حقوق دستمزد در اوايل هر ماه ثبت مي
تواند يك كند، ميوسط شخصي كه عمدتا اسناد را صادر نميآيد و يا اينكه صدور و تاييد يك سند ت

ها داشتن سبد ترين موضوع براي كشف اين نوع از ناهنجارياي بشمار آيد. اصلينا هنجاري خصيصه
ها ممكن از ذاتي و مبتني بر واقعيت باشند و يا ها است. اين ويژگيها و خصيصهمناسبي از ويژگي

  ها ايجاد شوند.مبتني برداده ساختگي و بر اساس الگوبندي
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توان در حوزه كشف ناهنجاري نوع ديگري از ناهنجاري است كه مي 65هاي جمعيناهنجاري
هاي يك حوزه ها در بستر رفتار جمعي و عمومي دادهداده محور دنبال كرد. اين نوع از ناهنجاري

بندي ها بر اساس گروهرفتار داده مشخص قابل تعريف و تبيين هستند. در واقع در اين نوع از ناهنجاري
  ها است.مشخص شده تعيين كننده عادي و غيرعادي بودن داده

هاي حسابداري تعريف هاي غيرعادي ابتدا بايد عادي بودن را با توجه به دادهبراي شناسايي ثبت
ه هاي اطلاعاتي حسابداري يك شركت مربوط بها در سيستمشود كه اغلب ثبتكرد. لذا فرض مي

هاي تجاري عادي و روزمره است. لذا براي انجام كلاهبرداري و تحريف، مرتكبين بايد از روال فعاليت
هاي عادي و معمول منحرف شوند. چنين رفتار انحرافي و متقلبانه بسيار محدود و نادر هستند. لذا ثبت

ن رفتارهاي موجود) تريورودي انحرافي و غير معمول خواهند بود كه هنجارهاي حسابداري (متداول
 هاي عمومي يك ثبت را رعايت نكرده باشد.و ويژگي

هاي برنامه ريزي منابع سازماني هاي حسابداري كه عمدتا در سيستمهنگام بررسي دقيق  ثبت
توان مشاهده كرد: اول، شوند، دو ويژگي رايج را ميهاي اطلاعاتي حسابداري ثبت ميو سيستم

هاي ورودي دفاتر تنوع بالايي دارند و دوم، وابستگي شديدي بين تهاي ثبهاي و خصيصهويژگي
هاي مشخصي در اسناد مربوط به يك هاي كل و معين وجود دارد. به علاوه مقادير و ويژگيحساب

حساب دفتر كل خاص وجود دارد. لذا با توجه به اين موضوع و مشابه دسته بندي انحرافات در طبقه 
هاي حسابداري دو نوع ناهنجاري را در نظر توان در ثبت، مي 66)2000(بندي برونيگ و همكاران 
(در سطح دروني و اختصاصي  68(در سطح كليت اسناد) و ناهنجاري محلي 67گرفت: ناهنجاري عمومي

 اسناد).

هايي اشاره دارد كه مقادير غيرمعمول يا نادر هاي عمومي حسابداري، به ثبتناهنجاري
هايي است كه هايي معمولا مربوط به ويژگيدهند. چنين ناهنجارينشان مي هاي يك سند راويژگي

هاي نادر در در يك سند به نسبت ساير اسناد غير معمول باشند. براي مثال گردش يافتن حساب
هاي مرسوم و متداول كه هاي غير معمول زده شده اند. آزمونهايي كه در زماندفتر كل و يا ثبت

ها شود عموما براي كشف اين نوع از ناهنجاريطول حسابرسي سالانه انجام مي توسط حسابرسان در
هاي اصلاحي و معكوس، هايي اغلب به دليل تعدد ثبتاند. با اين حال، چنين آزمونطراحي شده

هاي پايان سال كه معمولا داراي خطر تقلب پايين هستند، منجر هاي مبتني بر مقررات و تعديلثبت
هاي عمومي اغلب منجر به كشف شود. لذا ناهنجاريمي 69يي از هشدارهاي مثبت كاذببه حجم بالا

 دهند.شوند و كمتر تقلبي را نشان ميخطا مي
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هايي هستند كه تركيبي غيرعادي يا نادري از مقادير هاي محلي حسابداري، ثبتناهنجاري
هاي ها و آرتيكلافتد. براي مثال رديفميها در يك سند نسبت آنچه قبلا در موارد مشابه اتفاق ويژگي

ها هاي كل از اين دسته ناهنجاريغير معمول در يك سند، تركيب نامنظم و غير مرسوم در حساب
آيند. تشخيص اين نوع ناهنجاري به نسبت ناهنجاري عمومي دشوارتر است، زيرا متخلفين به شمار مي

، رفتار متقلبانه خود را پنهان كنند. در نتيجه، وجود قصد دارند با تقليد از يك الگوي فعاليت منظم
 هايي، مبين خطر تقلب بالايي هستند.چنين ناهنجاري

هاي مرسوم، حسابرسان مايلند موارد ناهنجاري از هر دو دسته ناهنجاري بيان در حسابرسي
شد تا الگويي تر آنها اقدام كنند. لذا در اين پژوهش سعي خواهد شده را كشف و براي بررسي دقيق

هاي عمومي) و سپس هاي غيرمعمول اسناد (ناهنجاريارائه شود كه بر اساس آن ابتدا مقادير و ويژگي
  شود.هاي محلي) بررسي ميهاي مشاهده شده (ناهنجاريتركيب غيرعادي از مقادير و ويژگي

  
 هاي حسابداريامتياز دهي به ناهنجاري 3,3

هاي رائه الگويي براي  امتيازدهي و تشخيص ناهنجاريهاي پژوهش حاضر، ايكي از خروچي
هاي حسابداري دنياي واقعي است. امتياز براي هر دو نوع ناهنجاري عمومي و محلي در مجموعه داده

) هر 2ها (ناهنجاري عمومي) و () هر گونه وقوع مقدار غير معمول در ويژگي1مشاهده شده، يعني (
ها (ناهنجاري محلي) به صورت زير محاسبه و برآورد خواهد ويژگيگونه مقدار غير معمول در تركيب 

  شد:
)، jxها (بودن ويژگي : به منظور بررسي غيرمعمول يا نادرهابررسي احتمال وقوع ويژگي

௡ೕتوان از معادله شود. بدين منظور ميهاي ورودي تعيين مياحتمال وقوع آن در ميان تمامي ثبت
೔

ே
 

𝑛௝كه در آن استفاده خواهد شد 
௜ هاي به معناي تعداد ويژگيj ام در سندi ام است وN  مجموع تعداد

مجموع مقدار احتمال لگاريتمي مشخصه و  ها است. سپسكل اسناد موجود در مجموعه داده
  شود:) به صورت زير محاسبه ميin) يك سند (jهاي (ويژگي

𝑃൫𝑥௜൯ ൌ ∑ ln ሺ1 ൅
௡ೕ
೔

ே
ሻ௞

௝ୀଵ )4معادله (                                                                          
كمينه به صورت زير براي هر يك  –سازي مقادير از روش بيشينه به منظور نرمال  در نهايت،

  شود:از اسناد استفاده مي

𝐴𝑃൫𝑥௜൯ ൌ
௉൫௫೔൯ି ௣೘೔೙

௣೘ೌೣି ௣೘೔೙
)5معادله (                                                                                 
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  كه در اين معادله مقدار بيشنه و كمينه مربوط به مقادير در كل اسناد موجود است.
ها و تعيين ميزان : سطح همزماني مقادير ويژگيهابررسي تركيب (همزماني) مقدار ويژگي

طاي بازسازي يك سند كه با آموزش يك شبكه عصبي خود هاي محلي آنها، بر اساس خناهنجاري
شود. به عنوان مثال، احتمال مشاهده يك حساب معين در به دست آمده است، برآورد مي رمزگذار

شود. اگر اين تركيب ها برآورد و تخمين زده ميتركيب با يك حساب معين ديگر و يا ساير ويژگي
بازسازي خواهد شد و لذا چنين ثبتي داراي خطاي  غيرعادي باشد توسط شبكه در سطح پاييني

) به Eبازسازي بالايي خواهد بود. به منظور تعيين سطح خطاي بازسازي شبكه رمزگذار خودكار (
  صورت زير محاسبه و برآورد خواهد شد.

𝐸ఏ∗൫𝑥௜; 𝑥ො௜൯ ൌ
ଵ

௞
∑ ሺ𝑥௝

௜ െ 𝑥ො௝
௜ሻଶ௞

௝ୀଵ )6معادله (                                                    
𝑥ො௝كه در آن 
௜  مقدار بازسازي شده𝑥௝

௜ ) بر اساس مقادير بهينه شده پارامترها𝜃∗ است. سپس (
كمينه به صورت زير استفاده  –ها از روش بيشنه به منظور نرمالسازي همانند احتمال وقوع ويژگي

  خواهد شد:

𝑅𝐸ఏ∗൫𝑥௜; 𝑥ො௜൯ ൌ
ாഇ∗൫௫

೔;௫ො೔൯ି ாഇ∗ ,௠௜௜௡

ாഇ∗ ,௠௔௫ି ாഇ∗ ,௠௜௜௡
)7معادله (                                                     

توان غيرعادي بودن يك سند : با محاسبه دو مقدار قبل، ميامتيازدهي ناهنجاري حسابداري
را از منظر عمومي و محلي محاسبه كرد. لذا به منظور غير عادي خواندن يك سند حسابداري بايد 

  دار و امتياز ناهنجاري سند به صورت زير محاسبه و برآورد شود:مق
𝐴𝑆൫𝑥௜; 𝑥ො௜൯ ൌ 𝛼 ൈ  𝑅𝐸ఏ∗൫𝑥௜; 𝑥ො௜൯ ൅ ሺ1 െ 𝛼ሻ  ൈ  𝐴𝑃൫𝑥௜൯           ) 8معادله(  

ضريب ايجاد تعادل ميان دو نوع ناهنجاري ممكن در اسناد است كه بر اساس  𝛼در معادله فوق 
پس از محاسبه مقدار و امتياز نهايي ناهنجاري براي شود. شرايط كلي محاسبه و در نظر گرفته مي

اي تشخيص ناهنجار بودن اسناد حسابداري محاسبه شود. اين تمامي اسناد لازم است تا مقدار آستانه
شود مبين سطحي است كه مازاد بر آن، سند مورد نظر ناهنجار ) نمايش داده مي𝛽مقدار كه با بتا (

تري براي بتا در نظر گرفته شود (بازه تغييرات اين مقدار قدار پايينقلمداد خواهد شد. هر چه قدر م
شود و به تبع سطح دقت بيشتري بايد ريزي ميتري برنامهتا يك است) ريسك عدم كشف پايين 0

 ).2019و  2017، 70اعمال شود (اسچريور و همكاران

  
 پياده سازي و استفاده از شبكه .4

شود. بدين منظور عملكرد تشخيص مدل شرح داده ميدر اين بخش شيوه آموزش تجربي 
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معماري مختلف شبكه رمزگذار خودكار مجزا و  بر پايه دو مجموعه داده واقعي از  9ناهنجاري در 
هاي زير سيستم دفتر كل حسابداري در دو سيستم مجزاي حسابداري (نرم افزار هاي وروديثبت

  قرار گرفت. راهكاران و نرم افزار سپيدار) مورد ارزيابي
 

 هاها و آماده سازي دادهمجموعه داده 4,1

ها هاي اطلاعاتي به عنوان يكي از منابع حياتي و مهم سازمانهاي سيستمبا توجه به اينكه داده
آيد، دسترسي به آنها به منظور پژوهش امري دشوار است. در اين پژوهش از دو مجموعه بشمار مي

از زير سيستم دفتر كل  A. براي بررسي مجموعه داده 71ده استداده در دسترس محقق استفاده ش
از زير سيستم حسابداري سپيدار استفاده شده است.  Bي نرم افزار راهكاران و جهت مجموعه داده

اين اسناد مربوط به رويدادهاي حين سال مالي است و لذا تمامي اسناد به جز سند افتتاحيه و 
مربوطه) مد نظر قرار گرفته شده است. به منظور حفظ حريم خصوصي اختتاميه (شامل اسناد تعديلي 

هاي ورودي با استفاده از يك تابع هش يك طرفه برگشت هاي هويتي و متني ثبتها، تمام ويژگيداده
ناپذير در طول فرآيند استخراج داده، ناشناس و گمنام شد. لازم به توضيح است كه ساختار كلي 

ها، فارغ از نرم افزار مورد استفاده، به هم هاي پردازش تراكنشي سازمانتماسناد حسابداري در سيس
هاي مختلف مشابه است و عملا تفاوت معناداري در ساختار و اجزاي اسناد حسابداري در سيستم

  وجود ندارد.
هاي حسابداري شامل متغيرهاي طبقه هاي مربوط به اسناد ثبت شده در سيستماغلب ويژگي

گسسته) است، به عنوان مثال تاريخ ثبت، عنوان حساب، نوع سند و امثالهم همگي حالتي بندي شده (
هاي بايد به شكل هاي عصبي رمزگذار خودكار، اين ويژگيگسسته دارند. به منظور آموزش شبكه

و يك) پيش پردازش شوند. اين پيش پردازش منجر به  0باينري (كدگذاري شده بر پايه دو مقدار 
 شد. Bبعد رمزگذاري شده براي مجموعه داده  2185و  Aبعد براي مجموعه داده  3612در مجموع 

هاي موجود به ها، تعدادي از آرتيكلبه منظور تجزيه و تحليل دقيق و ارزيابي كمي آزمايش
) و تعدادي به Bمورد براي مجموعه  10و  Aمورد براي مجموعه داده  11هاي عمومي (ناهنجاري

. 72) تبديل شدBمورد براي مجموعه داده  10و  Aمورد براي مجموعه داده  10(ناهنجاري محلي 
هاي غيرعادي در اين موضوع باعث شد تا مشابه يك حسابرسي حقيقي توزيع بسيار نامتعادل از ثبت

اند كه هاي تشكيل شدههاي عمومي از مقادير ويژگيهاي معمولي طراحي شود. ناهنجاريمقابل ثبت
ر هاي محلي تركيبي از زيهاي اصلي معمول و عادي نيستند، در حالي كه ناهنجاريدر داده



  1404بهار و تابستان ، اول، شماره هفدهمدوره هاي حسابداري، مجله پيشرفت             98

 

 دهند.هاي اصلي رخ نميدهند كه در دادهها را نشان ميهاي از مقادير ويژگيمجموعه

خط آرتيكل ثبت حسابداري است كه  36,538در مجموع شامل Aبه بيان ديگر مجموعه داده 
ويژگي تشكيل شده است (شماره سند، شماره روزانه سند، تاريخ سند، صادر كننده، تاريخ  13از 

ثبت، تاريخ تاييد، كد حساب، مقدار ريالي آرتيكل، ماهيت آرتيكل {بدهكار يا بستانكار}، نوع سند 
اري، انبار و اموال}، طرف حساب و مركز هزينه). در مجموع براي {عمومي، حقوق و دستمزد، خزانه د

ها اضافه شده ) آرتيكل دستكاري شده مصنوعي به مجموعه داده%0,057( 21اين مجموعه داده 
) ناهنجاري محلي است. ٪0,030( 11) ناهنجاري عمومي و ٪0,027( 10ها شامل است. اين ثبت

ها دهد. اين دادههاي موجود در مجموعه داده اول را نشان ميتعداد هر يك از ويژگي 2شماره  نگاره
  مربوط به نرم افزار راهكاران است.

  
 هاي مجموعه داده اولها و ويژگياي از خصيصه: خلاصه1 نگاره

تعداد 
  آرتيكل

تعداد 
  سند

شماره 
روزانه 
  سند

تاريخ 
 اسناد

صادر 
 كننده

روزهاي 
ثبت 
  سند

روزهاي 
تاييد 
  اسناد

تعداد 
هاي حساب

  در گردش
 ماهيت

زير 
 هاسيستم

طرف 
 حساب

مركز 
 هزينه

36538  2615 63  306  5  244  12  175  2  5  568  123  
  

، 3 نگارهخط آرتيكل ثبت حسابداري وجود دارد كه  30,000براي مجموعه داده دوم مجموعه 
دهد. شايان ذكر است در اين بخش از پايگاه هاي مربوط به آنها را نشان مياي از ويژگيخلاصه

ناهنجاري  10ايي نرم افزار سپيدار سيستم استفاده شده است. در اين مجموعه داده نيز در مجموع داده
 ) وارد شد.%0,033ناهنجاري عمومي ( 10) و %0,033محلي (

  
 هاي مجموعه داده دومها و ويژگياي از خصيصه: خلاصه2 نگاره

تعداد 
  آرتيكل

تعداد 
  سند

شماره 
روزانه 
  سند

تاريخ 
  اسناد

صادر 
  كننده

روزهاي 
ثبت 
  سند

روزهاي 
تاييد 
  اسناد

تعداد 
هاي حساب

  در گردش
  ماهيت

زير 
  هاسيستم

طرف 
  حساب

30,000  1586  54  313  4  190  195  144  2  4  391  
 

 آموزش شبكه عصبي خود رمزگذار 4,2
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هاي در حسابرسي سالانه هدف حسابرسان نمونه گيري و محدود كردن تعداد اسناد و ثبت
هاي محتوا هستند تا هيچ خطا يا ورودي مرتبط با تحريف را از دست ندهند. برگرفته مشمول آزمون

به حداقل رساندن خطاي كلي  )1از اين موضوع، سه هدف در روند آموزش مورد توجه قرار گرفت: (
هاي مصنوعي را تشخيص آرتيكل ٪100هايي كه ) تمركز بر مدل2بازسازي شبكه رمزگذار خودكار، (

) به حداكثر رساندن تشخيص شبكه رمزگذار خودكار به نحوي كه تعداد هشدارهاي مثبت 3دهد و (
هاي رمزگذار خودكار كم كهكاذب به حداقل ممكن برسد. در اين پژوهش از نه معماري متمايز شب

) براي آموزش شبكه عصبي استفاده شده است. به دليل محدود بودن AE 9) تا عميق (AE 1عمق (
هاي پنهان، ايي و كاهش پيچيدگي بالاي مدل و احتمال بيش برازشي با گسترش لايهمنابع رايانه

نماي كلي از  3 نگاره). 2024، 73لايه مورد بررسي قرار گرفت (برهمند و همكاران 9معماري تا عمق 
 دهد.هاي استفاده شده را نشان ميمعماري

  
 : معماري و ساختار شبكه استفاده شده3 نگاره

 نماد ساختار كلي شبكه
[input features] – 3 – [output features] AE 1 
[input features] – 4 – 3 – 4 – [output features] AE 2 
[input features] – 8 – 4 – 3 – 4 – 8 – [output features] AE 3 
[input features] – 16 – 8 – 4 – 3 – 4 – 8 – 16 – [output features] AE 4 
[input features] – 32 – 16 – 8 – 4 – 3 – 4 – 8 – 16 – 32 – [output 
features] AE 5 

[input features] – 64 – 32 – 16 – 8 – 4 – 3 – 4 – 8 – 16 – 32 – 64 – 
[output features] AE 6 

[input features] – 128 – 64 – 32 – 16 – 8 – 4 – 3 – 4 – 8 – 16 – 32 – 64 – 
128– [output features] AE 7 

[input features] – 256 – 128 – 64 – 32 – 16 – 8 – 4 – 3 – 4 – 8 – 16 – 32 
– 64 – 128– 256 – [output features] AE 8 

[input features] – 512 – 256 – 128 – 64 – 32 – 16 – 8 – 4 – 3 – 4 – 8 – 
16 – 32 – 64 – 128– 256 – 512 – [output features] AE 9 

Input features  و output features هاي مورد استفاده هاي مربوط به مجموعه دادهمبين ابعاد ويژگي
صبي براي ساختار كلي شبكه ع نگاره) بعد است. در اين 2185( 3612است كه براي مجموعه داده اول (دوم) 

  يادگيري عميق ارائه شده است.
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طي تعديل ساز تابع يكسو كننده خبه منظور آموزش شبكه عصبي در اين پژوهش از تابع فعال
در نظر گرفته شد. هر كدام  a=  0,4استفاده شده است و ضريب مقياس مقادير منفي براي آن  74شده

(در گرديان كاهشي) در سطح  10-2از شبكه معماري رمزگذار خودكار فوق با اعمال نرخ يادگيري 
هاي حسابداري آموزش داده شد. علاوه از آرتيكل 75تايي 128هاي ها و با استفاده از دستهتمام لايه

استفاده شد  )ADAMS( 76بر اين، به منظور تعيين روش بهينه يابي از تابع تخمين گشتاور تطبيقي
هاي شبكه مقداردهي اوليه گرديد. آموزش از طريق پس انتشار استاندارد تا زمان و وزن هر يك از لايه

بيشترين كاهش را داشته  78ه الگوريتم بر اساس دوره آموزشي(مقداري كه تابع هزين 77همگرايي
متفاوت  79ها را پنج بار با استفاده از مقادير پارامتر اوليهباشد) انجام شد. براي هر معماري، آزمايش

 اجرا شد تا صحت نتايج مورد بررسي قرار گيرد.

وردن خطاهاي هاي آموزش ديده براي به دست آپس از همگرايي آموزش شبكه، از مدل
هاي ورودي استفاده شد. در فرآيند آموزش شبكه رمزگذار هاي ثبتهر يك از آرتيكل 80بازسازي

شود. هاي اسناد حسابداري استفاده ميهاي مربوط به آرتيكل) از دادهAE 9خودكار مورد استفاده (
نه به علاوه نوع آموزش تقويتي و عميق است. به منظور آموزش شبكه از تابع هزي

BCEWithLogitsLoss ساز استفاده شده است. اين تابع هزينه شامل يك لايه با تابع فعال
است. شبكه با استفاده از اين تابع به دنبال  82و تابع هزينه آنتروپي مقطعي باينري 81سيگموئيدي

  در تابع زير است: ℓ(x,y)حداقل سازي مقدار 
ℓ(x,y)=L={l1,…,lN}⊤,ln=−wn[yn⋅logσ(xn)+(1−yn)⋅log(1−σ(xn))]   (9) معادله   

دهنده خروجي است نشان yورودي براي آموزش است،  83هايمبين حجم دسته Nدر اين تابع 
) است. در واقع تابع فوق سعي Xهاي مربوط به اسناد بازسازي شده (ها و خصيصهكه بر اساس ويژگي

) مقدار خطا و تابع زيان فوق wهاي ممكن (وزندارد بر اساس آنتروپي تعيين شده و تعيين بهترين 
  را به حداقل ممكن تقليل دهد.

به منظور تعيين مناسب بودن دوره آموزش از نمودار عملكرد تابع آموزش استفاده شد براي 
  آمده است. 4 نگارههاي اول و دوم در شبكه مورد استفاده براي هر دو مجموعه داده

  
 : عملكرد تابع آموزش براي دو مجموعه اول و دوم4 نگاره

  نمودار ميزان تابع هزينه مجموعه دوم  نمودار ميزان تابع هزينه مجموعه اول



 101                                   ...يادگيري هاي حسابداري با استفاده ازها در ثبتتشخيص ناهنجاري

 

    
  

  ارزيابي نتايج 4,3
به طور كلي به منظور پياده سازي و استفاده از سيستم شناسايي ناهنجاري از شاخص ارزيابي 

  آمده است. 3 نگارهشود. كه شماي كلي اين روش در استفاده مي 84ايآستانه

شود كه بر اساس ) ايجاد ميCدر اين الگو سيستم كشف كننده ناهنجاري، تابع تمايزي (
(آستانه) بهترين  tكند، سپس با تعيين مقدار بهينه ) را مشخص ميP) احتمال تطبيق (Xها (ورودي

  .شودهاي مختلف مشخص ميامكان تمايز ميان حالت

توان ميزان دقت، صحت و خطاي نوع اول و دوم سيستم تمايز با توجه به آنچه گفته شد مي
ورد ارزيابي قرار داد. در اين پژوهش سيستم كشف كننده ناهنجاري كننده را در سطوح مختلف را م

به وسيله شبكه عصبي خود رمزگذار تبيين شده است. به منظور بررسي مناسب بودن توانايي و 
هاي يادگيري ماشين پركاربرد در حوزه كشف ناهنجاري نيز استفاده شد تا خروجي نهايي از روش

 قرار گيرد. مناسب بودن نتايج مورد ارزيابي

  
 تفسير نتايج .5

هاتراكنش  

𝑋
ൌ  ሼ𝑋ଵ,𝑋ଶ, … ,𝑋௡ሽ 

سيستم 
كشف 

ناهنجاري 
)C( 

شاخص 
ناهنجاري 
 محاسبه شده

 طبقه بندي

 p(x) < tمعمولي اگر : 

 p(x) > tناهنجار اگر: 
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هاي اسناد واقعي تا آنچه پس از آموزش مناسب شبكه، امتياز ارائه شده (فاصله ميان آرتيكل
  توسط شبكه بازسازي شده است) بر اساس دو معيار ارزيابي شده است: 

آموزش ديده، قادر به يادگيري مدلي از  هاي شبكه عصبي خود رمزگذار) آيا معماري1(
  ها است؟هاي اسناد صحيح و متعاقب آن تشخيص ناهنجاريآرتيكل
اند، آنقدر هاي ناهنجار دسته بندي شدههاي صحيحي كه به عنوان آرتيكل) آيا آرتيكل2(

 مشكوك هستند كه توسط حسابرسان مورد رسيدگي و آزمون قرار بگيرند؟

يفي از معيارهاي ارزيابي شامل براي ارزيابي سوال اول و بررسي اثربخشي رويكرد پيشنهادي، ط
هاي يادگيري ماشين در براي بهترين روش AUCاستاندارد و سطح زير نمودار  f1حساسيت، امتياز 

اند. شايان ذكر است كه به دليل زير گزارش شده نگارهمقابل روش شبكه رمزگذار خودكار عميق در 
ها (كمتر از دهد) در مقابل كل دادهرخ ميها (مشابه با آنچه در واقعيت عدم تقارن تعداد ناهنجاري

شماره  نگارههاي مذكور استفاده شده است. نتايج اين بخش در ده هزارم) براي ارزيابي از شاخص 1
 آورده شده است. 5

 
 
 
 
 
  
 هاي مرسومايي شبكه خود رمزگذار در مقابل ساير روشهاي عملكرد مقايسه: شاخص5 نگاره

  مدل
حساسيت 

)Recall(  
  توضيحات تكميلي f1  AUCامتياز 

  مجموعه داده اول  
Extra Trees  0,6000  0,6667  0,9845   ،با توجه به آموزش و يادگيري صورت پذيرفته

هاي مرتبط براي كشف ترين ويژگيمهم
ناهنجاري در اسناد حسابداري به ترتيب 

حساب تفضيلي (طرف مقابل)، حساب معين، 
هزينه و تاريخ آخرين ويرايش سند مركز 

  بودند.

Decision 
Tree 

Classifier  
0,5000  0,5333    0,7500  

Quadratic 
Discrimina
nt Analysis  

0,5000  0,5333 0,7986  

AE_NN 0,8095  0,6667  0,9955  
  مجموعه داده دوم  
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  مدل
حساسيت 

)Recall(  
  توضيحات تكميلي f1  AUCامتياز 

Ada Boost 
Classifier 

يادگيري صورت پذيرفته، با توجه به آموزش و   0,8910  0,2667  0,2500
هاي مرتبط براي كشف ترين ويژگيمهم

ناهنجاري در اسناد حسابداري به ترتيب 
حساب تفضيلي (طرف مقابل)، حساب معين، 
 تاريخ آخرين ويرايش سند  و تاريخ ثبت اوليه

  سند بودند.

Decision 
Tree 

Classifier 
0,1500  0,1667  0,5750  

Random 
Forest 

Classifier 
0,1500  0,1667  0,8499  

AE_NN  0,2500  0,3056  0,9488  
Extra Trees سائل طور خاص براي ماست كه به 85هاي تركيبيي روشيك الگوريتم يادگيري ماشين در دسته

  رود.بندي به كار ميرگرسيوني و همچنين طبقه
Decision Tree Classifier اعد ها را با استفاده از قوشده است كه دادهيك الگوريتم يادگيري نظارتif-then 

  رود.ها به كار ميبندي نمونهبندي كرده و براي طبقهصورت درختي تقسيمبه
Quadratic Discriminant Analysis (QDA) بندي مبتني بر مدل بيزين است كه با يك الگوريتم طبقه

  كند.س متفاوت براي هر كلاس، مرزهاي تصميم غيرخطي (درجه دو) ايجاد ميفرض ماتريس كوواريان
AdaBoost Classifier هاي تاست كه چندين مدل ضعيف (مانند درخ 86يك الگوريتم تركيبي از نوع تقويتي

  بندي بسازد.كند تا يك مدل قوي و دقيق براي طبقهصورت ترتيبي تركيب ميعمق) را بهتصميم كم
Random Forest Classifier هاي اي از درختيك الگوريتم تركيبي از نوع تقويتي است كه با ساخت مجموعه

  دهد.برازشي را كاهش ميبندي را افزايش داده و خطر بيشها، دقت طبقهتصميم و تركيب آن
AE_NN .روش شبكه عصبي خود رمزنگار است كه در اين پژوهش بر آن تمركز شده است  
 

) و AUCو سطح زير منحني  f1بر اساس نتايج مربوط به ارزيابي عملكرد (حساسيت، امتياز 
هاي يادگيري ماشين، اين به نسبت ساير روش امتيازهاي بالاتر اخذ شده شبكه عصبي خود رمزگذار

هاي روش از مطلوب بالاتري برخوردار است و عملا بهترين عملكرد را از لحاظ تشخيص ناهنجاري
 شده دارد.درج 

افزون بر مورد فوق، يكي از كاركردهاي سيستم تشخيص ناهنجاري افزايش كارايي و اثربخشي 
در رسيدگي و كشف موارد ناهنجار است. به منظور بررسي اين موضوع در دو مجموعه داده مورد 

 درصد رسيدگي به 1و  5، 10بررسي و بر اساس خروجي نهايي شبكه رمزگذار خودكار در سه سطح 
 6 نگارههاي كشف شده در اسناد بر اساس نمره عدم انطباق و خطاي بازيابي شبكه، تعداد ناهنجاري

 ارائه شده است.
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 ها: وضعيت عملكرد شبكه آموزش ديده براي كشف ناهنجاري6 نگاره

  تعداد كل مشاهده  آستانه بررسي
تعداد ناهنجاري محلي 

  كشف شده (درصد)
تعداد ناهنجاري عمومي 

  كشف شده (درصد)
  مجموعه داده  اول

  )%100( 10  )%100( 11  3654  درصد 10
  )%100( 10  )%91( 10  1827  درصد 5
  )%100( 10  )%91( 10  366  درصد 1

  مجموعه داده  دوم
  )%100( 10  )%80( 8  3000  درصد 10
  )%100( 10  )%80( 8  1500  درصد 5
  )%100( 10  )%30( 3  300  درصد 1

 
فوق وضعيت كلي پس از اجراي شبكه و اخذ ميزان خطاي انطباق و بازيابي، عملكرد شبكه  نگاره

دهد. به نحوي كه در سطح رسيدگي به يك درصد بالايي خطاي بازيابي براي مجموعه را نشان مي
درصد  10هاي محلي كشف نشده بود كه اين موضوع در سطح داده اول تنها يك مورد از ناهنجاري

هاي عمومي از همان ف شده است. در سطح مجموعه داده دوم نيز تمامي ناهنجاريرسيدگي كش
هاي محلي (كه مطابق آنچه در سطح يك درصد بالايي قابل كشف بوده است. ليكن براي ناهنجاري

درصد تنها  5هاي ابتدايي مقاله گفته شد سطح پيچيدگي و دشواري بالاتري دارند) تا سطح بخش
درصد از اين  80درصد،  5رد كشف شده بود . ليكن با افزايش آستانه رسيدگي به سه مورد از ده مو

شماي كلي از تشخيص خروجي  7 نگارهموارد نيز با استفاده از نمره خطاي بازيابي قابل كشف بودند. 
نهايي شبكه رمزگذار خودكار را با توجه به سطح خطاي بازيابي اسناد براي دو مجموعه اول و دوم را 

  دهد.ن مينشا
  

 : نمودار ميزان پراكندگي خطاي بازيابي7 نگاره
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  مجموعه دوم  مجموعه اول

   
متياز ادر تصوير فوق نقاط آبي رنگ نشان دهنده امتياز مشاهدات صحيح، نقاط نارنجي نشان دهنده 

 است. هاي محليهاي عمومي و نقاط سبز رنگ نيز امتياز ناهنجاريناهنجاري

 
در ادامه به منظور اطمينان از عدم بيش انطباقي بايد وضعيت ميانگين وزن خروجي تابع 

زير اين موضوع را براي دو  نگارهمورد بررسي قرار گيرد.  87هاي لايه گلوگاهيساز را در مرونفعال
دهد ن ميدهد. نتايج نشا) نشان ميAE9ترين شبكه آموزشي (مجموعه داده استفاده شده در عميق

ساز براي سه دسته داده عادي (معمولي)، ناهنجاري محلي و ناهنجاري كه ميانگين خروجي تابع فعال
هاي عمومي متفاوت است و لذا شبكه به درستي ميان سه نوع داده تمايز قائل شده است. ميانگين وزن

 است. 8 نگارهار دوره آموزش به قر 20و  AE9هاي شبكه در معماري شبكه ساز نرونتابع فعال

 
 اييلايه 9ساز در معماري هاي فعال: ميانگين وزن8 نگاره

 هاساز نرونميانگين فعال  هانوع داده

  مجموعه داده اول
  ] 5,395408-, 3,1999614,    3,71619-[  هاهمه داده
  ]5,3966403-, 3,2011158,  3,7167566-[  معمولي

 ]4,7575397-, 1,2124578,  4,1690974-[  محليناهنجار 

  ]1,5986426-,  1,170558,  1,1508502-[  ناهنجار عمومي
  مجموعه داده دوم

  ] 5,212415,  2,2446926,   6,8054166[  هاهمه داده
  ]5,211108,  2,2436127,  6,8058333[   معمولي

  ]5,487316, 2,9895108,   5,929633[  ناهنجار محلي
  ]8,857646, 4,7385507,   6,4328833[  ناهنجار عمومي
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هاي مختلف ميزان خطاي انطباق يكي ديگر از نتايج مورد بررسي اين است كه آيا در زير سيستم
و بازسازي شبكه مشابه است يا خير. هرچه ميزان خطاي بازسازي در يك زير سيستم كمتر باشد 

ابي تر است. منظور از خطاي بازي(ميانگين و انحراف معيار) تشخيص موارد غير معمول و ناهنجار آسان
ميزان خطاي بازسازي شبكه  9 نگارهمتفاوت بودن نتايج نهايي انطباق اجزا با مقادير واقعي است. 

 دهد.برازش شده را براي دو مجموعه داده اول و دوم نشان مي عصبي خود رمزگذار

  
هاي زير سيستم به ازاي هر يك از : ميزان خطاي بازسازي شبكه عصبي خود رمزگذار9 نگاره

 استفاده شده

  انحراف معيار  ميانگين  زير سيستم
  مجموعه داده راهكاران

  0,001962  0,004476  دفتر كل عمومي
  0,001611  0,002787  دريافت و پرداخت
  0,000759  0,003116  حقوق و دستمزد
  0,001257  0,005786  انبار و تداركات

  0,001302  0,004466  دارايي ثابت و اموال
  مجموعه داده سپيدار

  0,003067  0,006510  دفتر كل عمومي
  0,002258  0,011609  دريافت و پرداخت
  0,001594  0,006995  حقوق و دستمزد

  
 88هاي مختلف داراي خطاي بازيابي و انطباقنتايج اين بخش از پژوهش نشان داد كه زير سيستم

هاي هاي هر دسته از زير سيستمتوان اسناد و آرتيكلتر ميمتفاوتي هستند. لذا به منظور بررسي دقيق
گيري با توجه به تفاوت نرم افزار حسابداري را به صورت جداگانه مورد بررسي قرار داد. اين نتيجه

  ست.هاي عملياتي در عملكرد و ساختار اسناد، آنها منطقي اماهوي هر يك از چرخه
  

  گيريبحث و نتيجه  .6
توانايي  بر پايه نتايج پژوهش حاضر، روش يادگيري عميق بر پايه شبكه عصبي خود رمزگذار

هاي نامتعارف و غير معمول را دارد. اين نوع از يادگيري ماشين بالايي در تشخيص اسناد و آرتيكل
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اوليه، درك مناسبي از وضعيت آنها هاي ها و وروديكند در مرحله اول به استناد ويژگيسعي مي
هاي يادگرفته شده با استفاده از ورودي و بدست آورد و سپس اقدام به بازسازي اسناد بر اساس الگو

كند. پس از اين مرحله تصوير و موضوع ايجاد شده با واقعيت مورد بررسي هاي واقعي اسناد ميويژگي
عدم انطباق و تناظر با واقعيت به عنوان معيار اختلاف گيرد و به استناد ميزان تفاوت، سطح قرار مي

شود. كشف تقلب و تحريف در اسناد مالي و حسابداري كه عمدتا و خطا مورد بررسي قرار داده مي
گيرند، همواره مورد توجه سازي اين رويدادها در دل ساير اسناد حسابداري قرار ميبراي مخفي

در پژوهش حاضر سعي شد تا بر اساس سناريوسازي و درج ها و اركان نظارتي بوده است. شركت
ايي دو نرم افزار پراستفاده تعداد محدودي تقلب و تحريف از دو نوع محلي و عمومي در پايگاه داده

حسابداري و مالي در ايران، كارايي و اثربخشي اين روش يادگيري ماشين مورد بررسي قرار گيرد. 
تواند به شيوه مناسبي ميان مي وش شبكه عصبي خود رمزگذارنتايج مبين اين موضوع بود كه ر

ها به نسبت ساير هاي متقلبانه تمايز قائل شود و به علاوه اين نوع از شبكههاي درست و دادهداده
 تر بوده است.هاي خوشه بندي و طبقه بندي متداول توانمندتر و مناسبروش

  
  هاي پژوهشپيشنهادها و محدوديت.  7 

سيستم اطلاعاتي حسابداري  89هاي تراكنشيهاي پژوهش حاضر استفاده از دادهنوآوري يكي از
هاي پژوهشي جديد، موجب كارآمدي هر چه ها با وجود ايجاد فرصتاست. بهره گيري از اين داده

 هاي حسابداري و حسابرسي خواهد شد. پژوهش حاضر نشان داد كه با استفاده از دادهبيشتر پژوهش
اي مناسب ناهنجاري توان به شيوههاي حسابداري و تكنيك شبكه عصبي خود رمزنگار ميتراكنش

هاي كشف ناهنجاري (تحريف يا اشتباه)، ها را كشف كرد. لذا در راستاي بهبود روشموجود در داده
  شود.استفاده از فنون نوين و مبتني بر يادگيري عميق توصيه مي

هاي حسابداري با هاي واقعي تراكنشخصوصي دادهبه دليل مسائل محرمانگي و حريم 
اي در نهادهايي نظير گيرد. لذا ايجاد پايگاه دادهمحدوديت زيادي در دسترس پژوهشگران قرار مي

هاي مشابه و با حفظ سازمان امور مالياتي، سازمان حسابرسي، ديوان محاسبات و ساير دستگاه
هاي كاربردي در مطالعات ترويج و گسترش پژوهشتواند منجر به محرمانگي و حريم خصوصي مي

  مشابه خواهد شد.
هاي عصبي عدم هاي يادگيري عميق و شبكههاي ديگر حاكم بر پژوهشيكي از محدوديت

امكان تشريح دقيق و مناسب عملكرد مدل نهايي است. لذا استفاده از فنون جديد نظير هوش مصنوعي 
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تواند منجر به شفافيت و افزايش درك نسبت به عملكرد هاي آتي ميدر پژوهش 90توضيح دهنده
هاي عصبي شناختي) هاي نوظهور ديگر (نظير شبكههاي عصبي شود. به علاوه استفاده از روششبكه
هاي اطلاعاتي حسابداري هاي كشف ناهنجاري در سيستمتواند منجر به بهبود و گسترش روشمي

  شود.
ها از بوده است. لذا تكرار اين پژوهش در ساير حوزه پژوهش حاضر در سطح اسناد حسابداري

هاي مديريت منابع انساني داري و سيستمهاي تراكنشي خزانههاي موجود در سيستمجمله داده
هاي نوين شود. افزون بر اين استفاده از هاي كشف ناهنجاريتواند منجر به بسط استفاده از روشمي

هاي آتي در اين تواند به عنوان بخشي از پژوهشر خودكار ميهاي رمزگذاهاي ديگر شبكهمعماري
  حوزه باشد.
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  است.بوده  يياانهيدو شركت ارائه خدمات را يحسابدار يهاثبت هيها بر پاداده  .71
هاي عصبي خود رمزگذار روش خود رمزگذار پارازيت (نويز) زدا هاي يادگيري عميق با استفاده از شبكهيكي از روش  .72

)Denoising Autoencoderهاي اوليه پارازيت (نويز) دار را ايجاد ) است. كه در آن به منظور بررسي عملكرد نهايي يادگيري داده
). اين تعداد ناهنجاري همانند 2008موضوع را مشخص كنند (وينسنت و همكاران،  كنند تا توانايي مدل در تشخيص اينمي

  هاي مشابه بر پايه نظر محقق تعيين شده است.پژوهش
73. Berahmand et al 74. Leaky ReLU 
75. Batch Size 76. Adaptive moment estimation 
77. Convergence 78. Epochs 
79. Seed 80. Reconstruction errors 
81. Sigmoid 82. Binary Cross Entropy 
83. Batch 84. Threshold-based metrics 
85. Ensemble Methods  

 يصورت توال) را بهWeak Learners( فيمدل ضع نياست كه چندتركيبي روش  كي Boostingروش تقويتي يا . 86
)Sequentialساخته  قيو دق يمدل قو كي تيتا در نها كنديتمركز م يمدل قبل يخطاها يرو ديهر مدل جد .دهدي) آموزش م

  شود.
شود. در پژوهش حاضر و بنابر معماري بيان ها به كمترين ابعاد خلاصه و بعد آن فرآيند بازسازي آغاز ميايي است كه ويژگيلايه  .87

  شده، اين لايه متشكل از سه نرون است.
هاي اوليه و بر پايه نتايج يادگيري حاصل شده ميان خروجي نهايي مدل (آنچه از بازسازي داده به منظور محاسبه خطا از تفاضل  .88

  ).6است) با واقعيت استفاده شده است (معادله 
89. Transactional Data 90. Explainable AI (XAI) 
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